1 Motivation

In this section, we present two motivating examples that show superiority of SG methods over the deterministic first order methods for some important problems.

1.1 Big data ($n \gg p$):

An important feature of the SG methods is their ability to solve problems by examining only a small fraction of the dataset. This feature is particularly important in the big data applications, characterized by $n \gg p$ condition, where $n$ is the number of data points and $p$ is the ambient dimension of the problem. We consider the following simple least squares problem:

$$f^* := \min_{x \in \mathbb{R}^p} \left\{ f(x) := \frac{1}{2} \|Ax - b\|_2^2 \right\},$$

(1)

where $A \in \mathbb{R}^{n \times p}$ and $b \in \mathbb{R}^n$ with $n = 10^4$ and $p = 10^2$.

We use a synthetic dataset, where the entries of the measurement matrix $A$ are chosen according to the Gaussian distribution $N(0, 1/\sqrt{p})$. We also generate the true solution $x^*$ choosing its entries from the standard Gaussian distribution $N(0, 1)$. Then the measurements are generated by $b = Ax^* + w$, where $w$ is white Gaussian noise, and the noise level is 30 dB.

Figure 1 shows the convergence of the iterates and the convergence in the objective value as a function of the data passes (epoch). Denote that the SG method achieves a moderately accurate solution in less than $1/5$ epoch.

![Figure 1: Comparison of SG methods with first order methods for solving (1).](image-url)
1.2 Statistical Learning

The second motivating example for SG methods is the problems with statistical learning models. A statistical learning model consists of the following three elements:

1. A sample of i.i.d. random variables \((a_i, b_i) \in A \times B, i = 1, \ldots, n\), following an unknown probability distribution \(P\).
2. A class (set) \(F\) of functions \(f: A \rightarrow B\).
3. A loss function \(L: B \times B \rightarrow \mathbb{R}\).

Let \((a, b)\) follow the probability distribution \(P\) and be independent of \((a_1, b_1), \ldots, (a_n, b_n)\). Then, the risk corresponding to any \(f \in F\) is its expected loss:

\[
R(f) := \mathbb{E}(L(a, b)) := \frac{1}{n} \sum_{i=1}^{n} L(f(a_i), b_i).
\]

Statistical learning seeks to find a \(f^* \in F\) that minimizes the risk, i.e., it solves

\[
f^* \in \arg \min_f \{ R(f) : f \in F \}.
\]

Note that, many machine learning problems indeed cast into the risk minimization formulation. Deterministic algorithms are not appropriate to tackle these problems simply because we do not have access to the objective function and the gradient. This formulation also models the problem with decentralized or streaming data.

By the law of large numbers, we can expect that for each \(f \in F\),

\[
R(f) := \mathbb{E}[L(a, b)] = \frac{1}{n} \sum_{i=1}^{n} L(f(a_i), b_i).
\]

when \(n\) is large enough, with high probability. Then, we approximate \(f^*\) by minimizing the empirical average of the loss instead of the risk, since we do not have access to the risk directly. That is, we consider the following optimization problem formulation:

\[
f_n \in \arg \min_f \left\{ \frac{1}{n} \sum_{i=1}^{n} L(f(a_i), b_i) : f \in F \right\}.
\]

This is called the empirical risk minimization principle [4].

1.2.1 Markowitz portfolio optimization

Markowitz portfolio optimization problem considered in [6] is an example for this problem setup, where the main aim is to minimize the variance of return given a desired gain:

\[
F^* := \min_{x \in X} \mathbb{E}[\rho - \langle x, \theta \rangle]^2
\]

Here, \(\rho \in \mathbb{R}\) is the desired return, and \(X\) is the intersection of the standard simplex and the constraint \(\langle x, \mathbb{E}[\theta] \rangle \geq \rho\). \(\theta\) is the vector of returns at time \(t\), which is modelled by a random variable. For the details of this model formulation, we refer to [7].

Figure 2 presents the convergence of the iterates and the variance of the return for three operator splitting method [5] and its stochastic variant [6], for four different datasets\(^1\). Note that the stochastic method solves the problem with a good accuracy before the end of first data pass (epoch).

Many important loss functions from convex optimization and machine learning problems can be considered from a statistical learning point of view. For instance, recall that the least squares estimator is given by

\[
x = \arg \min_{x} \left\{ \frac{1}{2} \|b - Ax\|^2 : x \in \mathbb{R}^p \right\} = \arg \min_{x} \left\{ \frac{1}{2n} \sum_{i=1}^{n} (b_i - \langle a_i, x \rangle)^2 : x \in \mathbb{R}^p \right\},
\]

where we define \(b := (b_1, \ldots, b_n)\) and \(a_i\) as \(i\)-th row of \(A\). Clearly this corresponds to a statistical learning model, for which

- the sample is given by \((a_i, b_i) \in \mathbb{R}^p \times \mathbb{R}\), \(i = 1, \ldots, n\),
- the function class \(F\) is given by \(F := \{ f(x) := \langle x, \theta \rangle : x \in \mathbb{R}^p \}\), and
- the loss function is given by \(L(f_a(a), b) := (b - f_a(a))^2\).

\(^1\)These datasets are available from http://www.cs.technion.ac.il/~rani/portfolios.
Then, the corresponding ERM solution is

\[ f_\lambda() := \langle \cdot, \hat{x} \rangle. \]

In other words, given \( a \), LS estimator seeks to minimize the error of predicting the corresponding \( b \) by a linear function, in terms of the squared error.

Similarly, recall the unconstrained SVM formulation

\[ \hat{x} \in \arg \min_x \left\{ \frac{1}{n} \sum_{j=1}^{n} \max \{1 - b_j \langle a_j, x \rangle, 0\} + \lambda \|x\|^2 : x \in \mathbb{R}^p \right\} \]

where \( b := (b_1, \ldots, b_n) \in \{-1, 1\}^n \). This corresponds to a statistical learning model, for which

- the sample is given by \( (a_i, b_i) \in \mathbb{R}^p \times \mathbb{R}, i = 1, \ldots, n \),
- the function class \( \mathcal{F} \) is given by \( \mathcal{F} := \{ f_\lambda() := \langle \cdot, x \rangle : x \in \mathbb{R}^p \} \), and
- the loss function is given by hinge loss: \( L(f_\lambda(a), b) := \max \{0, 1 - b f_\lambda(a)\} \).

Then, the corresponding ERM solution is

\[ f_\lambda() := \langle \cdot, \hat{x} \rangle. \]

So, given \( a \), SVM aims to minimize the error of predicting the corresponding \( b \) by a linear function, in terms of the hinge loss.

Finally, recall the logistic regression formulation

\[ \hat{x} \in \arg \min_{x, \delta} \left\{ \frac{1}{n} \sum_{j=1}^{n} \log \left( 1 + e^{-(b_j \langle a_j, x \rangle + \delta)} \right) : x \in \mathbb{R}^p, \delta \in \mathbb{R} \right\} \]

where \( b := (b_1, \ldots, b_n) \in \{-1, 1\}^n \). This corresponds to a statistical learning model, for which

- the sample is given by \( (a_i, b_i) \in \mathbb{R}^p \times \mathbb{R}, i = 1, \ldots, n \),
- the function class \( \mathcal{F} \) is given by \( \mathcal{F} := \{ f_\lambda() := \langle \cdot, x \rangle : x \in \mathbb{R}^p \} \), and
- the loss function is given by the log-loss: \( L(f_\lambda(a), b) := \log \left( 1 + e^{-b f_\lambda(a)} \right) \).

The corresponding ERM solution is

\[ f_\lambda() := \langle \cdot, \hat{x} \rangle. \]

Hence, given \( a \), logistic regression aims to minimize the error of predicting the corresponding \( b \) by a linear function, in terms of the log-loss.
2 Stochastic projected gradient method (SG)

In this section we consider the following constrained convex minimization problem and present the stochastic projected gradient method (SG) to solve this problem:

\[ f^* = \min_{x \in \mathcal{X}} \{ f(x) := \mathbb{E}[h(x, \theta)] \} \]

where \( \mathcal{X} \subset \mathbb{R}^p \) is a non-empty bounded closed convex set, \( \theta \) is a random vector whose probability distribution is supported on set \( \Theta \), \( f \) is continuous and convex on \( \mathcal{X} \) and the solution set \( \mathcal{S}^* := \{ x^* \in \text{dom}(f) : f(x^*) = f^* \} \) is nonempty. The pseudocode of SG is given below, where we denote by \( P_\mathcal{X} \) the orthogonal projection operator onto the set \( \mathcal{X} \).

<table>
<thead>
<tr>
<th>Stochastic projected gradient method (SG)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Choose ( x^0 \in \mathbb{R}^p ) and ( (\gamma_k)_{k \in \mathbb{N}} \in ]0, +\infty[^{\mathbb{N}} ).</td>
</tr>
<tr>
<td>2. For ( k = 0, 1, \ldots ) perform:</td>
</tr>
<tr>
<td>( x^{k+1} = P_\mathcal{X}(x^k - \gamma_k G(x^k, \theta_k)) ).</td>
</tr>
</tbody>
</table>

Remark that, SG shares the same structure as the projected gradient descent method, but the gradient is replaced by an unbiased estimate in the 2nd step. The cost of computing this estimate is typically much cheaper than that of \( \nabla f(x^k) \). For instance, let us consider the simple least-squares example (2), where we can write the gradient \( \nabla f(x^k) \) and an unbiased estimate \( G(x^k, (a_i, b_i)) \) as follows:

\[ \nabla f(x^k) = \mathbf{A}^T(\mathbf{A}x^k - \mathbf{b}); \quad G(x^k, (a_i, b_i)) = a_i((a_i, x^k) - b_i), \]

where \( \mathbf{A} \in \mathbb{R}^{n \times p} \) is a tall matrix, i.e., \( n \gg p \). Note that the computational complexity of the gradient evaluation is \( O(np) \), since it is dominated by the matrix vector product. On the other hand, evaluation of an unbiased estimator requires an inner product and its complexity is \( O(p) \).

**Theorem 1.** [Mean convergence of SG [8]]

Suppose that:

1. \( f \) is \( \mu \)-strongly convex,
2. \( \mathbb{E}[\|G(x^k, \theta_k)\|^2] \leq M^2 \),
3. \( \gamma_k = \gamma_0/(k + 1) \) with \( \gamma_0 > \frac{\mu}{\xi} \).

Then,

\[ \mathbb{E}[\|x^k - x^*\|^2] \leq \frac{1}{k} \max \left\{ \frac{\mu^2 M^2}{2\gamma_0 \mu - 1}, \|x^0 - x^*\|^2 \right\}. \]

If, in addition,

1. \( x^* \in \text{int}(\mathcal{X}) \),
2. \( \nabla f \) is \( L \)-Lipschitz continuous.

Then,

\[ \mathbb{E}[f(x^k) - f(x^*)] \leq \frac{L}{2k} \max \left\{ \frac{\mu^2 M^2}{2\gamma_0 \mu - 1}, \|x^0 - x^*\|^2 \right\}. \]

**Remark:** \( O(1/k) \) rate in the objective residual is optimal for stochastic gradient methods under strong convexity assumption.

**Theorem 2.** Almost sure convergence of SG [8]

Denote \( \mathcal{F}_k = \sigma(x^0, \theta_0, \ldots, \theta_{k-1}) \). Suppose that:

1. \( \nabla f \) is \( L \)-Lipschitz continuous,
2. \( \sum_{k=0}^{\infty} \gamma_k = \infty \) and \( \sum_{k=0}^{\infty} \gamma_k^2 < \infty \).
3. \( \sum_{k=0}^{\infty} \gamma_k^2 \mathbb{E}[\|G(x^k, \theta_k) - \nabla f(x^k)\|^2 | \mathcal{F}_k] \rightarrow +\infty \) almost surely.
Then,
\[ x^k \to x^\star \text{ almost surely}. \]

**Remarks:**

- (2) is satisfied: \( \gamma_k = \gamma_0 / (k + 1) \).
- (3) is satisfied: \( \sup_{k \in \mathbb{N}} \mathbb{E}[\|G(x_k, \theta_k) - \nabla f(x_k)\|^2 | F_k] < +\infty \).

Note that the conditions required for the convergence rate guarantee in the mean is stricter. We need \( f \) to be strongly convex and \( \mathbb{E}[\|G(x_k, \theta_k)\|^2] \leq M^2 \). In fact, \( \mathbb{E}[\|G(x_k, \theta_k)\|^2] \leq M^2 \) implies the condition \( \mathbb{E}[f(x_k) - f(x^\star)] \leq \frac{\mu}{2} \max \left\{ \frac{\sqrt{\ln M^2}}{\sqrt{\mu + 1}}, \|x^0 - x^\star\|^2 \right\} \) that is assumed for almost sure convergence.

### 2.1 Numerical example: \( \ell_1 \) constrained least squares problem

We consider the following simple problem formulation:

\[
\min_{x \in \mathbb{R}^p} \left\{ f(x) := \frac{1}{2} \|Ax - b\|^2_2 : \|x\|_1 \leq 1 \right\}. \tag{3}
\]

We consider a synthetic problem setup, where each entry of the measurement matrix \( A \) follows the standard Gaussian distribution \( N(0, 1) \). Problem dimensions \( n \) and \( p \) are 10^4 and 10^5 respectively. We generate a 10-sparse true signal \( x^\dagger \), where the non-zero entries are randomly chosen with Gaussian distribution with 0 mean, and the signal is normalized to \( \|x^\dagger\|_1 = 1 \). We generate noisy measurements \( b := Ax^\dagger + w \), where \( w \) is Gaussian white noise and the SNR is 30dB. We refer to [9] for efficient projections onto the \( \ell_1 \) norm ball.

Figure 3 presents empirical convergence of SG and the theoretical bound provided by Theorem 1, with the optimum choice of the initial stepsize, i.e., \( \gamma_0 = \mu / 2 \). Remark that, in many applications of big data optimization or machine learning problems, we do not have access to the strong convexity parameter \( \mu \) a priori. Figure 4 shows the convergence of SG for different choices of the initial stepsize. Note that the empirical performance changes remarkable even with a small mismatch in the strong convexity constant estimation.

![Figure 3: Empirical convergence of SG and the theoretical bound.](image-url)
3 Stochastic projected gradient method with averaging (ASG)

This section presents the first variant of SG methods which adopts a simple averaging step. This variant does not assume strong convexity, and it is more robust to the stepsize choice compared to SG. Convergence rate of this variant is $O(\frac{1}{\sqrt{k}})$, and this rate is optimal for stochastic methods we assume strong convexity. The pseudocode of ASG is given below, where we denote by $P_X$ the orthogonal projection operator onto the set $X$.

Stochastic gradient method with averaging (ASG)

1. Choose $x^0 \in \mathbb{R}^p$ and $(\gamma_k)_{k \in \mathbb{N} \in [0, +\infty)}$.
2a. For $k = 0, 1, \ldots$ perform:
   \[ x^{k+1} = P_X(x^k - \gamma_k G(x^k, \theta_k)) \]
2b. $\bar{x}^k = (\sum_{j=0}^k \gamma_j)^{-1} \sum_{j=0}^k \gamma_j x^j$.

Theorem 3. [Mean convergence of ASG [8]]
Denote $D_X = \max_{x \in X} \|x^0 - x\|^2$ and assume that $\mathbb{E}[\|G(x^k, \theta_k)\|^2] \leq M^2$ for some $M \in [0, +\infty[. Then,
\[ \mathbb{E}[f(\bar{x}^k) - f(x^*)] \leq \frac{D_X + M^2 \sum_{j=0}^k \gamma_j^2}{2 \sum_{j=0}^k \gamma_j^2} \]

In addition, choosing $\gamma_k = \frac{D_X}{M \sqrt{k}}$, we get,
\[ \mathbb{E}[f(\bar{x}^k) - f(x^*)] \leq \frac{MD_X}{\sqrt{k}} \]

Figure 5 presents the convergence of this variant with different stepsize choices for the same problem setup considered in section 2.1. In comparison to the Figure 4, it provides an empirical evidence to the robustness of this variant for the stepsize choice.
4 Stochastic proximal gradient method (SPGM)

In many real world applications in convex optimization and machine learning, underlying objective function can be written as the summation of a smooth and nonsmooth terms. This generic problem formulation is called as the convex composite minimization problem. Let us denote by $f$ and $g$ (both are proper, closed and convex functions) to be the smooth and the nonsmooth parts respectively, then we can write this problem formulation as

$$ F^* = \min_{x \in \mathbb{R}^p} \{ F(x) := f(x) + g(x) \}. $$

Here, we assume that the solution set $S^* := \{ x^* \in \text{dom}(F) : F(x^*) = F^* \}$ is nonempty. Typically in the applications, smooth term $f$ represents the data fidelity and the nonsmooth term $g$ is a regularizer which encourages some desired structures and/or constraints in the solution.

While these problems can be solved using the subgradient methods, considering the subgradient of overall nonsmooth objective $F$, these methods are inefficient in terms of iteration complexity. On the other hand, if the proximal operator of the nonsmooth part, $\text{prox}_g(x) \equiv \arg \min_{y \in \mathbb{R}^p} \left\{ g(y) + \frac{1}{2} \|y - x\|_2^2 \right\}$,

$$ \text{(5)} $$

is cheap to compute, then solving (4) is as efficient as solving an unconstraint smooth convex minimization problem in terms of complexity. Fortunately, proximal operator of many well-known convex regularization functions can be computed either analytically or very efficiently. Table 1 provides a non-exhaustive list of proximal operators of common regularization functions and their computational complexities.

In this section, we will specifically consider the composite convex optimization problems of the following formulation:

$$ F^* = \min_{x \in \mathbb{R}^p} \{ F(x) := \mathbb{E}[h(x, \theta)] + g(x) \}, $$

where $f := \mathbb{E}[h(x, \theta)]$ and $g$ are both proper, closed and convex functions. $f$ is assumed to be a smooth function, in the sense that $\nabla f$ is Lipschitz continuous, and $g$ is possibly nonsmooth. $\theta$ is a random vector whose distribution is supported on $\Theta$, and we assume that it is possible to generate an i.i.d. sample $(\theta_k)_{k \in \mathbb{N}}$ of realizations of $\theta$.

Assuming that we can find a vector $G(x, \theta)$ such that $\mathbb{E}[G(x, \theta)] = \nabla f(x)$ given $(x, \theta) \in \mathbb{R}^p \times \Omega$, we can solve (6) using the stochastic proximal gradient method (SPGM).

---

**Stochastic proximal gradient method (SPGM)**

1. Choose $x^0 \in \mathbb{R}^p$ and $(\gamma_k)_{k \in \mathbb{N}} \in ]0, +\infty[^\mathbb{N}$.
2. For $k = 0, 1, \ldots$ perform:

$$ x^{k+1} = \text{prox}_{\gamma_k g}(x^k - \gamma_k G(x^k, \theta_k)). $$

---
Table 1: Non-exhaustive list of proximal operators of common regularization functions with computational complexities. Here: $|x|_i := \max(0, x_i)$ and $\delta_X$ is the indicator function of the convex set $X$, sign is the sign function, $S^p$ is the cone of symmetric positive semidefinite matrices, $P_X$ is the orthogonal projection on $X$, $\otimes$ is the pointwise multiplication operator and $|x|_{\ell_1} := \max \{x_i, 0\}$. For more functions, see [10, 11].

Remark that, SPGM shares the same structure as the classical proximal gradient method, but the gradient is replaced by an unbiased estimate in the 2nd step. Moreover, SPGM reduces to SG as a special case, by setting $g$ as the indicator function of the constraint set $X$.

**Theorem 4.** [Mean convergence of the iterates of SPGM [12]]
Suppose that:

1. $f$ and $g$ are (strongly) convex with $\mu_f \geq 0$ and $\mu_g \geq 0$ such that $\mu := \mu_f + \mu_g > 0$.
2. $\sup_{x \in \mathcal{X}} \mathbb{E}[\|G(x^t, \theta_t) - \nabla f(x^t)\|^2 |F_t] \leq M^2$.
3. $\gamma_t = \gamma_0 / k^a$ with $0 < a \leq 1$.

Then, for $k$ large enough,

$$\mathbb{E}[\|x^k - x^*\|^2] = \begin{cases} O(k^\alpha) & \text{if } 0 < a < 1, \\ O(1/k^\beta) + O(1/k) & \text{if } a = 1, \end{cases}$$

where $\beta = 2\gamma_0 (\mu + \mu_e)/(1 + \mu_e)^2$ for some fixed $0 < \varepsilon < 1$. Note that, if $\gamma_0$ is large enough, then $\beta > 1$.

**Theorem 5.** [Almost sure convergence of the iterates of SPGM [15]]
Suppose that:

1. $0 < \gamma_t \leq 1/L$ and $\sum_{t=0}^\infty \gamma_t = \infty$.
2. $\lim \sup_{k} \|x^k\| < +\infty$ almost surely.
3. $\sum_{t} \gamma_t^2 \mathbb{E}[\|G(x^t, \theta_t) - \nabla f(x^t)\|^2 |F_t] < +\infty$.

Then,

$$x^k \to x^* \text{ almost surely.}$$

### 4.1 Numerical example: $\ell_1$ regularized least squares problem (LASSO)

We consider the following simple problem formulation:

$$\min_{x \in \mathcal{X}} \left\{ f(x) := \frac{1}{2} \|Ax - b\|^2_2 + \rho \|x\|_1 \right\}. \quad (7)$$

We consider a synthetic problem setup, where each entry of the measurement matrix $A$ follows the standard Gaussian distribution $\mathcal{N}(0, 1)$. Problem dimensions $n$ and $p$ are $10^4$ and $10^6$ respectively. We generate a 10-sparse true signal $x^t$, where the non-zero entries are randomly chosen with Gaussian distribution with 0 mean, and the signal is normalized to $\|x^t\| = 1$. We generate noisy measurements $b := Ax^t + w$, where $w$ is Gaussian white noise and the SNR is $30dB$. Regularization constant $\rho$ is chosen as $10^{-2}$.

Figure 4.1 presents empirical performance of SPGM in solving problem (7), with different initial stepsize parameter. As in the case for SG, robustness of SPGM against the change in stepsize parameter can be improved by adding a simple averaging step. See [15] for the details and convergence properties of this variant of SPGM.
5 Accelerated stochastic proximal gradient methods

In the same way as the proximal gradient methods in the batch setting, stochastic proximal gradient methods can be accelerated adding a so-called momentum term. In this lecture, we consider two different accelerated variants of SPGM and provide the corresponding convergence guarantees. Per-iteration computational complexity of both of these two variants are essentially same as per iteration complexity of SPGM.

We first consider the accelerated stochastic proximal gradient method I (ASPGM I), pseudocode of which is given below.

```
Accelerated stochastic proximal gradient method I (ASPGM I)
1. Choose \( x_0 = z_0 = 0 \). Define \( \alpha_k := 2/(k+2) \) and \( \gamma_k := \alpha_k(2 + N^3/2L) \)
2. For \( k = 0, 1, \ldots, N \) perform:
   2a. \( y_k = (1-\alpha_k)x_k + \alpha_k z_k \)
   2b. \( z_k^{+1} = \text{prox}_{\gamma_k L} (z_k - \gamma_k L G(y_k, \theta_k)) \)
   2c. \( x_k^{+1} = (1-\alpha_k)x_k + \alpha_k z_k^{+1} \).
```

**Theorem 6.** [Mean convergence of ASPGM I [13]]
Suppose that \( \mathbb{E}[||G(x^k, \theta_k) - \nabla f(x^k)||] \leq M^2 \) for some \( M \in ]0, \infty[ \). Then,

\[
\mathbb{E}[(F(x^N^{+1}) - F(x^*)) \leq \frac{2||x^* - z_0||^2 + M^2}{\sqrt{N+2}} + \frac{L}{N+2} \frac{4||x^* - z_0||^2 + 2M^2}{N+2}.
\]

While ASPGM I has optimal convergence rate in the absence of strong convexity assumption, \( O(\frac{1}{\sqrt{N}}) \), it requires the number of iterations \( N \) to be fixed in advance. This highly limits the practical applicability of this variant as there is no way to deduce the number of iterations required to solve the problem in advance in most of the practical applications. Figure 5 represents the empirical performance of this variant in solving the LASSO formulation (7) with the same experimental setup considered in section 4.1. Three different plots correspond to three different choices of \( N \). While underestimation of \( N \) may cause your algorithm to halt before convergence, overestimation of \( N \) results in a much slower convergence.
Finally, we present the second accelerated variant, which we call as accelerated stochastic proximal gradient method II (ASPGM II). ASPGM II tackles to the problem of choosing $N$ in advance of ASPGM I.

### Accelerated stochastic proximal gradient method II (ASPGM II)

1. Choose $y^0 = x^0 = 0$, $(\gamma_k)_{k\in\mathbb{N}}$, $(\alpha_k)_{k\in\mathbb{N}} \in ]0, +\infty[$, $\alpha_0 = 1$, $\gamma_0 = L + \mu$.
2. For $k = 0, 1, \ldots$ perform:
   2a. $x^{k+1} = (1 - \alpha_k)y^k + \alpha_k x^k$.
   2b. $y^{k+1} = \text{prox}_{\gamma_k G}(x^{k+1} - \frac{1}{\gamma_k} G(x^{k+1}, \theta_k))$.
   2c. $z^{k+1} = z^k - \frac{1}{\gamma_k} \alpha_k (\gamma_k (x^{k+1} - y^{k+1}) + \mu(z^k - x^{k+1}))$.

#### Theorem 7. Mean convergence of ASPGM II [14]

Suppose that:

1. $\mathbb{E}[\|z^k - x^k\|^2] \leq D^2$ for some $D \in ]0, +\infty[$.
2. $\mathbb{E}[\|G(x^k, \theta_k) - \nabla f(x^k)\|^2] \leq M^2$ for some $M \in ]0, +\infty[$.
3. $\gamma_k = c(k + 1)^{3/2} + L$ for a fixed $c > 0$, and $\alpha_k = 2/(k + 2)$.

Then,

$$
\mathbb{E}[F(y^{k+1}) - F(x^\ast)] \leq \frac{3D^2 L}{k^2} + \left(3D^2 c + \frac{5M^2}{3c}\right) \frac{1}{\sqrt{k}}.
$$

Note that this rate is optimal without strong convexity assumption.

#### Theorem 8. Mean convergence of ASPGM II with strong convexity [14]

Define $\lambda_k = \prod_{j=1}^{k} (1 - \alpha_j)$ and $\lambda_0 = 1$. Suppose that:

1. $f$ is $\mu$-strongly convex.
2. $\mathbb{E}[\|z^k - x^k\|^2] \leq D^2$ for some $D \in ]0, +\infty[$.
3. $\mathbb{E}[\|G(x^k, \theta_k) - \nabla f(x^k)\|^2] \leq M^2$ for some $M \in ]0, +\infty[$.
4. $\gamma_k = L + \frac{\mu}{\lambda_k}$ and $\alpha_k = \sqrt{\lambda_{k-1} + \frac{\mu k^2}{4} - \frac{\mu k}{2}}$.

Then,

$$
\mathbb{E}[F(y^{k+1}) - F(x^\ast)] \leq \frac{2(L + \mu) D^2}{k^2} + \frac{6M^2}{\mu k}.
$$

Note that this rate is optimal under strong convexity assumption.
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